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1.Introduction – AI paper trends  

https://researchtrend.ai/

See trends in the number of 

papers registered on arXiv

by research topic.

https://researchtrend.ai/


1.Introduction – Challenges of Sign Language processing

Sign language relies not only on hand movements but also on facial expressions, body posture, and 

spatial orientation. Capturing and understanding these multiple modalities simultaneously is complex.

https://youtu.be/E5nKeEvoAK0

https://www.uib.no/en/hf/136874/complex-system-facial-expressions-sign-language

Facial expressions convey 

both linguistic information 

and emotions. For instance, 

raising the eyebrows is 

essential for indicating 

general questions in most 

sign languages.

https://youtu.be/E5nKeEvoAK0
https://www.uib.no/en/hf/136874/complex-system-facial-expressions-sign-language


1.Introduction – Sign Language Recognition and Translation & Gloss

LIANG, Zeyu; LI, Huailing; CHAI, Jianping. Sign language translation: A survey of approaches and techniques. Electronics, 2023.

Sign2gloss2text (S2G2T), recognizes the sign language video as gloss and translates the gloss into spoken language text.

Sign2text (S2T), which directly generates spoken language text from sign language video end to end.

Sign2(gloss+text) (S2(G+T)), multitasks by outputting glosses and text and can use external glosses as supervision signals.

Gloss2text (G2T), which can reflect the translation performance from gloss sequence to text.

Gloss is a transcription system that converts sign language into written/spoken language by breaking signs 

into their smallest meaningful parts across multiple communication channels (hands, face, body).

Creating datasets with gloss 

annotations is both time-consuming 

and resource-intensive.

Hence, a recent trend is to shift 

towards gloss-free sign language 

translation, which is the primary 

focus of paper.



1.Introduction – Sign Language Recognition

Isolated Sign Language Recognition (ISLR) : ISR focuses on recognizing individual signs. 

Each sign is treated as a separate unit without any connection to a preceding or following sign.

Continuous Sign Recognition (CSR) : CSR focuses on recognizing continuous sign sequences without 

pauses, requiring temporal understanding and sign segmentation.



2.Related Works – CTC loss

Connectionist Temporal Classification (CTC) is a method for handling unaligned sequence data, 

commonly used in speech and handwriting recognition. CTC uses a 'blank' label to prevent merging 

consecutive identical outputs. (hhheelllloo➔ hel-lo (peuso character) ➔ hello)

GRAVES, Alex, et al. Connectionist temporal classification: labelling unsegmented sequence data with recurrent neural networks. ICML 2006.

https://github.com/hccho2/CTC-Loss/blob/master/CTCLoss.pdf

Vocabulary = {a,b}

Add blank ‘-’

Probability = {a,b,‘-’}

egg → -e-g-g-

apple → -a-p-p-l-e-

The goal of CTC is to 

maximize this 

probability for the 

correct output 𝑦. 

(alignment paths 𝜋)

https://github.com/hccho2/CTC-Loss/blob/master/CTCLoss.pdf


2.Related Works – CTC loss

CAMGOZ, Necati Cihan, et al. Sign language transformers: Joint end-to-end sign language recognition and translation. CVPR 2020.

We introduce a novel transformer based architecture that jointly learns Continuous Sign Language 

Recognition and Translation while being trainable in an end-to-end manner. Connectionist Temporal 

Classification (CTC) loss integrates the SLR and SLT problems into a unified architecture.

where π is a path and B are the 

set of all viable paths that 

correspond to G. We then use 

the p(G|V) to calculate the CSLR 

loss as:

ground truth gloss sequence



2.Related Works – GFSLT-VLP (ICCV 2023) 

A novel pre-training paradigm that incorporates masked self-supervised learning together with 

contrastive language-image pre-training to facilitate the gloss-free SLT task.

ZHOU, Benjia, et al. Gloss-free sign language translation: Improving from visual-language pretraining. ICCV 2023.



2.Related Works – SignLLM (CVPR 2024)

GONG, Jia, et al. Llms are good sign language translators. CVPR 2024.

(1) The first to harness the power of off-the-shelf and frozen LLMs for SLT.

(2) To make the input sign video compatible with LLMs, our SignLLM framework incorporates two designs: 

a VQSign module to quantize the sign video into a sequence of discrete character-level sign tokens 

(3) CRA module that transforms the character-level sign tokens to word-level sign tokens. 



2.Related Works – SignCL (NeurIPS 2024)

SignCL encourages gloss-free models to learn discriminative features through self-supervised manner.

SignCL can significantly reduce the representation density and improve performance across various 

translation frameworks. (39% BLEU score improvement for the Sign Language Transformer, 46% BLEU 

increase for GFSLTVLP on the CSL-Daily dataset.)

The representation density problem 

in SLT is illustrated using t-SNE. 

Sign gestures for "RECIPROCATE" 

(blue dot) and "REVENGE" (orange 

dot), despite having opposite 

meanings, are clustered closely due 

to similar visual features. 

YE, Jinhui, et al. Improving Gloss-free Sign Language Translation by Reducing Representation Density. NeurIPS 2024.



3.Method – Overview of Sign2GPT

Sign2GPT leverages pretrained large vision and language models to enhance sign language translation 

performance. It introduces a novel pretraining strategy with two main components: (1) an algorithm for 

automatically generating pseudo-glosses, (2) a prototype-driven method for pretraining the sign encoder 

using these pseudo-glosses. This approach removes the need for manual gloss annotations and 

ensures glosses do not require sign-order formatting.



3.Method – Pre-training Stage

Pseudo-gloss generation 

Spoken language -> Pseudo-gloss (using spaCy) -> Parts-of-Speech (POS) tagging

It’s important to highlight that our pseudo-glosses are in spoken language order, 

unlike manually annotated glosses which are in sign order. (CTC loss are not suitable)

Randomly initialized



3.Method – Pre-training Stage

Pseudo-gloss pretraining : Generated prototypes for each pseudo-gloss.

- Retaining only words = [”NOUN”, ”NUM”, ”ADV”, ”PRON”, ”PROPN”, ”ADJ”, ”VERB”]

German-Phoenix14T(lemmatization), Chinese-CSL-Daily(word segmentation)

- FastText word embedding and extra prototype initialized with zeros (D=300)

Note that during pretraining the learned sign representations are temporally invariant, 

therefore we also add sinusoidal positional encoding before 𝐹𝐶𝑚 for the translation task.

Generated prototypes for each pseudo-gloss. 

between 0 (the absence of a sign) 

and 1 (the presence of a sign)

➔ reflecting the temporal occurrence 

of pseudo-glosses



3.Mehotds – Downstream Translation Stage

LIN, Xi Victoria, et al. Few-shot learning with multilingual language models. EMNLP 2022.

Adapt the XGLM (1.7B) model, a 

multilingual generative language model 

trained on a diverse multilingual corpus, 

and explore its few-shot and zero-shot 

learning capabilities across various 

tasks.(e.g. mBART)



3.Mehotds – Model Architecture (Spatial Backbone)

Extract spatial features 𝑍∗ (linear transformation, batch normalization to feed it into sign encoder)

Input video frames 𝑋 = {𝑥0, 𝑥0, 𝑥0, …., 𝑥𝑇∗} with 𝑇∗ frames, dimension is 𝐶 represented as 𝑍∗ ∈ ℝ𝑇∗× 𝐶

Fine-tuning Dino-V2 is essential for adapting it to the unique characteristics of SLT datasets.

LoRA is applied to the top encoder layers, targeting FC layers in the MLP and Multi-Head Attention.

OQUAB, Maxime, et al. Dinov2: Learning robust visual features without supervision. TMLR 2024.

Dino-V2 Vision Transformer(ViT-S/14)

- Fast and memory-efficient attention. / Sequence packing.

- Efficient stochastic depth. / Fully-Sharded Data Parallel.

- Model distillation.



3.Mehotds – Model Architecture (Sign Encoder)

A spatio-temporal transformer model inspired by prior sign language translation approaches.

Employ temporal down sampling after specific layers within our encoder.  (𝑇∗to 
𝑇∗

2
) 3 kernel and 2 stride.

Use local self-attention with a window size of seven, a technique proven to be highly effective in SLT tasks.

CAMGOZ, Necati Cihan, et al. Sign language transformers: Joint end-to-end sign language recognition and translation. CVPR 2020.

YIN, Aoxiong, et al. Gloss attention for gloss-free sign language translation. CVPR 2023.

Gloss-level semantics are temporally localized, 

as adjacent video frames often share the same 

semantics within the same gloss segment.



3.Mehotds – Model Architecture (Language Decoder)

LIN, Xi Victoria, et al. Few-shot learning with multilingual language models. EMNLP 2022.

This enhancement shares weights from the pretrained masked MHA and 

integrates a separate LoRA for masked multi-head attention 

(Adapted Masked Attention) and cross-attention (Zero-Gated Cross Attention).

K and V represent the inputs from the sign features Q originates from the 

textual features. g is a learnable gate parameter for each attention head 

which is clamped between 0 and 1 and initialized to zero to preserve 

linguistic knowledge at the start of training.



4.Experiments – Dataset & Evaluation Protocol 

BLEU (Bilingual Evaluation Understudy) : Measures the quality of machine-translated text by comparing it to 

one or more reference translations. Focuses on precision rather than recall. (n-gram precision)

ROUGE–L (Recall-Oriented Understudy for Gisting Evaluation) : Measures the overlap between the generated 

text and reference texts using recall, precision, and F1-score. (–L means Longest Common Subsequence)



4.Experiments – Training Settings(Pretraining) 

Batch size 8, 2 A100 GPUs

Subsampling every second frame

Spatial adapters applied to the top three layers of the spatial model.(Due to memory constraints)

Sign encoder : 4 layer transformer with hidden dimension 512.(8 attention heads, intermediate size of 2048)

Training

Bfloat16 / Flash attention v2

Adam optimizer with learning rate of 3x10^4, weight decay of 0.001.

100 epochs with gradient clipping of 1.0.

A one-cycle cosine learning rate scheduler with warmup for initial 5 epochs.

Data augmentation (jitter, random resized cropping from 256x256 to 224x224 pixels, rotation, horizontal flips)

During evaluation, center cropping to 224x224 pixels.

Prototype (𝜏𝑈) and time temperature (𝜏𝑇) are initialized to 0.1

Cross-entropy loss with label smoothing set to 0.1.

During inference we employ a beam search with a width of 4.



4.Experiments – Training Settings(Downstream Translation) 

This discrepancy arises because the vocabulary is 

based on Chinese characters, while pseudo-glosses 

represent word segmentation that convey meaning.
LoRA rank and alpha values are both set to 4.



4.Experiments - Results on Phoenix14T 

BLEU-n represents the 

weighted average 

translation precision up to 

n-grams. Typically, uniform 

weights are used, meaning 

the weights for 1-grams to 

n-grams are all set to 1/n.

BLEU-1, BLEU-2, BLEU-3, 

and BLEU-4 scores 

represent n-gram 

precision at different 

levels of granularity in a 

machine translation or text 

generation task. 

BLEU-1~4 

(unigram ~ N-gram)



4.Experiments - Results on the CSL-Daily



4.Experiments – Qualitative Results 

Leverage the output values of 𝐸, with dimensions.

Notice that our pretraining has automatic localization capabilities irrespective of the 

order of the pseudo-gloss when using the output 𝐸.



4.Experiments – ablation study

Phoenix14T



4.Experiments – ablation study

Model

Size

All words as tokens vs the selected pseudo-glosses (Phoenix14T)



4.Experiments – Examples of translation results on the Phoenix14T dataset.



4.Experiments – Examples of translation results on the CSL-Daily dataset



5.Conclusion & Limitation

(+) Novel approach to address the challenging problem of Sign Translation in a gloss-free setting.

(+) Novel pretraining strategy that learns from pseudo-glosses which are generated automatically to 

learn word-level sign features, thereby allowing our sign encoder to be effectively pretrained without the 

use of manually annotated glosses. 

(+) Sign2GPT architecture presents a promising direction for the exploration of fusing visual features to 

spoken language models for sign language recognition and translation tasks.

(+) Sign2GPT, demonstrates significant performance improvements over existing state-of-the-art 

techniques on the Phoenix14T and CSL-Daily datasets.

(-) The method is mostly based on existing models such as GPT(XGLM), Dino-V2 and Sign Encoder, so 

there is not much novelty from the architectural standpoint.

(-) Both large-scale vision and language model, while the title only mentions the language one.

(-) Utilization of pretrained model is not new. (LoRA)

(-) Using temporal down-sampling alone is too simple.  (𝑇∗to 
𝑇∗

2
) 

How should words that are not in the gloss be expressed?

https://openreview.net/forum?id=LqaEEs3UxU

https://openreview.net/forum?id=LqaEEs3UxU


Thanks 
Any Questions?
You can send mail to 

Susang Kim(healess1@gmail.com)

mailto:healess1@gmail.com
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