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1.Introduction - Large Multimodal Models (LMMs)

Yuan Yao. "Part 2: MLLM Architecture." MLLM Tutorial @ CVPR 2024 https://mllm2024.github.io/CVPR2024/

Preliminary Idea: Language Intelligence as Pivot 

Given this premise, nearly all CURRENT MLLMs are built based on language-based 

LLMs as the core decision-making module (i.e., the brain or central processor). 

By adding additional external non-textual modality modules, LLMs are enabled with 

multimodal abilities. 
- Extend the capability boundary, next milestone towards more advanced intelligence 

- More applications 

https://mllm2024.github.io/CVPR2024/


1.Introduction - LLM as Joint Part of System

The role of the LLM is to perceive multimodal information, and react by itself, in an structure of

Encoder-LLM-Decoder.

Key feature: 

LLM is the key joint part of the system, receiving multimodal information directly from outside, 

and delegating instruction to decoders/generators in a more smooth manner.

Visual Encoder : CLIP-ViT is the most popular choice for vision-language models. (SigLIP) 

Non-Visual Encoder : Audio(Whisper, AudioCLIP, HuBERT, BEATs), 3D Point Cloud(Point-BERT)

Yuan Yao. "Part 2: MLLM Architecture." MLLM Tutorial @ CVPR 2024 https://mllm2024.github.io/CVPR2024/

https://mllm2024.github.io/CVPR2024/


1.Introduction – LMMs Input-side Projection

Methods to Connect Multimodal Representation with LLM

Yuan Yao. "Part 2: MLLM Architecture." MLLM Tutorial @ CVPR 2024 https://mllm2024.github.io/CVPR2024/

+Monkey

https://mllm2024.github.io/CVPR2024/


1.Introduction - Multimodal Encoding (Vision Encoder)

Yuan Yao. "Part 2: MLLM Architecture." MLLM Tutorial @ CVPR 2024 https://mllm2024.github.io/CVPR2024/

https://mllm2024.github.io/CVPR2024/


2.Related Works - MLLM

YIN, Shukang, et al. A survey on multimodal large language models. TPAMI 2023.

Related Research



2.Related Works - LLaVA & Qwen-VL (LLM & Vision Encoder)

LIU, Haotian, et al. Visual instruction tuning. NeurIPS 2023(Oral).

YIN, Shukang, et al. A survey on multimodal large language models. TPAMI 2023.

LLaVA



2.Related Works - Typical MLLM architecture

YIN, Shukang, et al. A survey on multimodal large language models. TPAMI 2023.



3.Methods - Monkey (Large Multimodal Model (LMM)

LI, Zhang, et al. Monkey: Image resolution and text label are important things for large multi-modal models. CVPR 2024

The performance of Monkey on a broad range of 

multimodal tasks compared with existing models.

(Monkey has shown promising results, comparing with 

GPT4V.)

1) Higher resolutions up to 1344×896 pixels, enabling 

the detailed capture of complex visual information.(the 

usual 448×448 resolution used in LMMs.)

2) It employs a multi-level description generation 

method, enriching the context for scene-object 

associations.

3) 18 datasets further demonstrate that Monkey 

surpasses existing LMMs in many tasks like Image 

Captioning and various Visual Question Answering.



3.Methods - The overall architecture of Monkey

It enables high resolution by capturing global feature from original image and local features from divided patches. 

All patches are processed through the shared static ViT encoder, such as Vit-BigG with 2b parameters

Monkey utilizes a new module that divides high-resolution images into smaller patches using a sliding 

window method. Each patch is processed independently by a static visual encoder, enhanced with LoRA

adjustments and a trainable visual resampler. 



3.Methods – 1) Enhancing Input Resolution 

HU, Edward J., et al. Lora: Low-rank adaptation of large language models. ICLR 2022.

(Supported resolution of the original LMM)

(e.g.,1344 × 896)

(e.g., 448 × 448)

Sliding window (Local)

& Resize (Global)

Each patch is processed independently by a static visual encoder + LoRA

LoRA freezes the pretrained model weights and injects 

trainable rank decomposition matrices into each layer 

of the Transformer architecture, significantly reducing the 

number of trainable parameters for downstream tasks.



3.Methods – 1) Enhancing Input Resolution 

JAEGLE, Andrew, et al. Perceiver: General perception with iterative attention. ICML 2021.

Perceiver Resampler: from varying-size large feature maps to few visual tokens.

Trainable 

vectors

Image features 

from the visual 

encoder

This approach strikes a balance 

between detailed and holistic 

perspectives of the images, thereby 

enhancing the model performance 

while avoiding a substantial increase in 

computational demand.

M is much larger than the 

number of latent indices N



3.Methods – 1) Enhancing Input Resolution - The Perceiver Resampler

ALAYRAC, Jean-Baptiste, et al. Flamingo: a visual language model for few-shot learning. NeurIPS, 2022, 

The Perceiver Resampler module transforms a variable-sized grid of spatio-

temporal visual features from the Vision Encoder into a fixed number of 

output tokens, regardless of the input image resolution or video frame count. 

It uses learned latent vectors as queries, while the keys and values are a 

combination of the spatio-temporal features and the latent vectors.



3.Methods - 2) Multi-level Description Generation 

Sharma, Piyush, et al. "Conceptual captions: A cleaned, hypernymed, image alt-text dataset for automatic image captioning." Proceedings of the 56th 

Annual Meeting of the Association for Computational Linguistics 2018.

BAI, Jinze, et al. Qwen-vl: A versatile vision-language model for understanding, localization, text reading, and beyond. 2023.

LLaVA and Qwen-VL were trained on datasets that often contain image-text pairs that are too simple.

(e.g., CC3M : one short sentence to describe a 

complicated image)
Details of Qwen-VL pre-training data



3.Methods - 2) Multi-level Description Generation 

GPT-assisted Visual Instruction Data Generation. (LLaVA)

LIU, Haotian, et al. Visual instruction tuning. NeurIPS 2023(Oral).

We collect 158K unique 

language-image instruction-

following samples in total. 

58K in conversations

23K in detailed description 

77k in complex reasoning



3.Methods - 2) Multi-level Description Generation 

LI, Zhang, et al. Monkey: Image resolution and text label are important things for large multi-modal models. CVPR 2024

The pipeline for multi-level description generation for images. (BLIP2 to check for filtering out low-scoring matches)

- Q-former (integration with the vision encoder and LLM), GRIT (region-to-text model), 

- PPOCR (extracts text from the images), SAM (segments and identifies objects and their parts) 



3.Methods - 2) Multi-level Description Generation 

GOYAL, Yash, et al. Making the v in vqa matter: Elevating the role of image understanding in visual question answering. CVPR 2017.

TANAKA, Ryota; NISHIDA, Kyosuke; YOSHIDA, Sen. Visualmrc: Machine reading comprehension on document images. AAAI 2021.

“Generate the caption in 

English:” 

“Generate the detailed 

caption in English:”

“{question} Answer: 

{answer}.”

Details on the Monkey 

training data



3.Methods – 3) Multi-task Pre-training

BAI, Jinze, et al. Qwen-vl: A versatile vision-language model for understanding, localization, text reading, and beyond. 2023.

Details of Qwen-VL multi-task pre-training data.

By integrating diverse datasets and 

applying consistent instructions 

across all tasks, as guided by 

QwenLM, we enhance both the 

model's learning ability and training 

efficiency.



4.Experiments - Model Configuration

[Model Configuration]

Vision Encoder : Vit-BigG(CLIP) 

LLM : QwenVL

𝐻𝑣, 𝐻𝑤 : 448 x 448 

Learnable queries : 256

Images of size : 896 x 896

Vision encoder : 1.9B

LoRA : 16 for the attention module 32 for MLP (117M parameters)

Large language model : 7.7B parameters

The resampling module : 90M parameters 

Overall parameters for Monkey : 9.8B

[Training]

Learning rate : 1e-5 , 

AdamW optimizer (𝛽1 = 0.9 , 𝛽2 = 0.95)

Cosine learning rate schedule 

Warmup period of 100 steps

Batch size : 1024

Weight decay : 0.1

Whole training process : 40 A800 days for one epoch



4.Experiments – MLLM Evaluation benchmark MME

MME: A Comprehensive Evaluation 

Benchmark for Multimodal Large 

Language Models (total of 14 subtasks



4.Experiments – MLLM Evaluation benchmark MME



4.Experiments - Ablation Study

Increase the input size, there is a noticeable boost in performance.

Reducing the LoRA number causes a performance decrease.

[LLaVa 1.5]

Visual encoder : ViT-L/14

LLM : Vicuna



4.Experiments - On some testing samples with dense text

Monkey has demonstrated impressive performance when compared to GPT4V.



4.Experiments - Dense text



4.Experiments - Comparisons with LMMs on Detailed Caption task.

Monkey went further in detailing various elements in the scene, such as describing “another woman in a red 

coat and black pants carrying a black purse”



5.Conclusion & Limitation

(+) Improve the input resolution capacity up to 1344×896 pixels without pretraining from the start.

(+) To bridge the gap between simple text labels and high input resolution, we propose a multi-level 

description generation method, which automatically provides rich information that can guide the model to 

learn the contextual association between scenes and objects.

(+) Our model demonstrates promising performance in image captioning by paying attention to textual

information and capturing fine details within the images; its improved input resolution also enables 

remarkable performance in document images with dense text.

(-) Input images is constrained to a maximum of six patches(due to the limited input length of the language 

model)

(-) Multi-level description generation approach, it is capable of describing only the scene presented

in the image and its scope is bound by the world knowledge encapsulated in BLIP2 and the original CC3M 

annotations.

(-) How about making the patch crop adaptive instead of fixed-sized?



Monkey Demo : http://vlrlab-monkey.xyz:7681/

?

?

http://vlrlab-monkey.xyz:7681/


ChatGPT



LLaVA-1.5 (CVPR 2024)

Liu, Haotian, et al. "Improved baselines with visual instruction tuning." CVPR 2024.



Mini-Monkey: Multi-Scale Adaptive Cropping (NeurIPS 2024 Submission ’24.08.09)

Huang, Mingxin, et al. "Mini-Monkey: Multi-Scale Adaptive Cropping for Multimodal Large Language Models." NeurIPS 2024 submission.

Mini-Monkey is efficient that our method can be trained using 

only eight RTX 3090 and employs a multiscale adaptive 

cropping strategy (MSAC). Scale Compression Mechanism 

(SCM) to reduce the computational overhead by compressing 

image tokens.



Thanks 
Any Questions?
You can send mail to 

Susang Kim(healess1@gmail.com)

mailto:healess1@gmail.com
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