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1.Introduction - Large Multimodal Models (LMMSs)

Preliminary ldea: Language Intelligence as Pivot

Given this premise, nearly all CURRENT MLLMs are built based on language-based
LLMs as the core decision-making module (i.e., the brain or central processor).

By adding additional external non-textual modality modules, LLMs are enabled with

multimodal abilities.
- Extend the capability boundary, next milestone towards more advanced intelligence

- More applications
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Yuan Yao. "Part 2: MLLM Architecture.”" MLLM Tutorial @ CVPR 2024 https://mlim2024.github.io/CVPR2024/
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1.Introduction - LLM as Joint Part of System

The role of the LLM is to perceive multimodal information, and react by itself, in an structure of
Encoder-LLM-Decoder.

Key feature:
LLM is the key joint part of the system, receiving multimodal information directly from outside,
and delegating instruction to decoders/generators in a more smooth manner.

Visual Encoder : CLIP-VIT is the most popular choice for vision-language models. (SigLIP)
Non-Visual Encoder : Audio(Whisper, AudioCLIP, HUBERT, BEATS), 3D Point Cloud(Point-BERT)
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Yuan Yao. "Part 2: MLLM Architecture.”" MLLM Tutorial @ CVPR 2024 https://mlim2024.github.io/CVPR2024/
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1.Introduction — LMMs Input-side Projection

Methods to Connect Multimodal Representation with LLM

Projecting multimodal (e.g., image) representations into LLLM semantic space

Q-Former: BLIP-2, InstructBLIP, VisCPM, VisualGLM

Linear projection: LLaVA, MiniGPT-4, NExT-GPT - ...:
: w (=
I'wo-layer MLP: LLaVA-1.5/NeXT, COQVLM, DeepSeek-VL, Yi-VL | i
r _________________________ o L::;i;l;a_h_lc_ _Q_u_c_r;cs
I © Petceiver Resampler: Flamingo, Qwen-VL, MiniCPM-V, LLaVA- UHD I —
T T T T T T T - = MH-Attn
+Monkey 5 | QoK gV
C-Abstractor: HoneyBee, MM1 W.

Yuan Yao. "Part 2: MLLM Architecture.”" MLLM Tutorial @ CVPR 2024 https://mlim2024.github.io/CVPR2024/
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1.Introduction - Multimodal Encoding (Vision Encoder)

® Visual Encoder
High-resolution Multimodal LLLMs
Image slice-based: Split high-resolution images into slices

Representatives:

GPT-4V, LLaVA-NeXT, MiniCPM-V 2.0/2.5, LLaVA- UHD _mPLUG-
DocOwl 1.5, SPHINX, InternLM-XComposer2-4KHD) Monkey :

resize

lllustration of dynamic high resolution scheme: a grid configuration of 2 X 2

Yuan Yao. "Part 2: MLLM Architecture.”" MLLM Tutorial @ CVPR 2024 https://mlim2024.github.io/CVPR2024/
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2.Related Works - MLLM
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2.Related Works - LLaVA & Qwen-VL (LLM & Vision Encoder)

TABLE 2: A summary of commonly used open-sourced LLMs. en, zh, fr, and de stand for English, Chinese, French, and
German, respectively.

Model Release Date  Pretrain Data Scale  Parameter Size (B) Language Support Architecture
Flan-T5-XL /XXL [56] Oct-2022 - 3/ 11 en, fr, de Encoder-Decoder
LLaMA [_J Feb-2023 1.4T tokens 7/ 13/ 33/ 65 en Causal Decoder
‘\-flcuna [4] Mar-2023 1.4T tokens 7/ 13/ 33 en Causal Decoder
~TLaMAZ (7] Jul-2023 2T tokens 7/ 13/ 70 en Causal Decoder
I Qwen [59] 1 Sep-2023 3T tokens 1.8/7/14/ 72 en, zh Causal Decoder
LLaVA a Language Response X, . . .
r ______ \ = - — -
Language Model f(b |
L — ) — y Learnable N
i
atalag 1.1 :
PoiecionW. 7~ H, AH,
\V|5|_on_Eni)dﬂ' ) X, Image Xq Language Instruction p -==
TABLE 1: A summary of commonly used image encoders.
Variants Pretraining Corpus Resolution Samples (B) Parameter Size (M)
‘QpﬁnCLlPﬂqn\;Next-L [46] LAION-2B 320 29 197.4
|(;LE’-1’1T_-L /14 | [13} OpenAl's WIT 224/336 13 304.0
“E\Léﬁl_le 11 G_T JESENR LAION-2B,COYO-700M 224 11 1000.0
OpenCLIP-ViT-G/14 [16 {’ LAION-2B 224 34 1012.7
OpenCLIP-VLT-blgG/ 14 LAION-2B 224 34 18449

LIU, Haotian, et al. Visual instruction tuning. NeurlPS 2023(Oral).
YIN, Shukang, et al. A survey on multimodal large language models. TPAMI 2023.



2.Related Works - Typical MLLM architecture

:' Image \: E : Text
! : N, o N
: ! Text é - . —_— é TABLE 4: Common datasets used for pre-training.
1 I ' I
E Audio i i i Dataset Samples Date
i ,|I Jists i L__-_:' LM '|I|||'|' Coarse-grained Image-Text
ey Ve 1 | CC-3M [84] 3.3M 2018
' Video | | - PR RN CC-12M [57] 12.4M 2020
| | Modality | o SBU Captions [£6] M 2011
l = Encoder ! | Connector ;.: Generator LAION-5B [57] 5.9B Mar-2022
! ,oneeder oy ., LAION-2B [57] 23B  Mar-2022
e T T T TN LAION-COCO [35] 600M  Sep-2022
R ! == - COYO-700M [90] 747M  Aug-2022
' L ____ | ™ Fine-grained Image-Text
| ] S|
| HHEN LLM ShareGPT4V-PT [33]  12M  Nov-2023
I TTTTTTR T T I LVIS-Instruct4V [91] 111K Nov-2023
P ‘W : Tk : o MH-Attn ALLaVA [97] 709K Feb-2024
1 1 1 1 I |
| :.: b Y1 Q 40 4K 4V Video-Text
1 1 L I Q-Former | 1 ! K
; 1 L e MSR-VTT [97] 200K 2016
1 1 . L (Y | ! 1 A% » -
i :.: by | Vot Audio-Text
1 1 1 1 1 . N 1 1
e -t : il : i : i Py pepep— o WavCaps [94] 24K Mar-2023
T o ; |
§ | Learnable Queries | N )

YIN, Shukang, et al. A survey on multimodal large language models. TPAMI 2023.



3.Methods - Monkey (Large Multimodal Model (LMM)

ScienceQA-Img GQA

VizWiz OKVQA

The performance of Monkey on a broad range of

multimodal tasks compared with existing models. fexVQA
(Monkey has shown promising results, comparing with

GPT4V.)

613

58,6 60,1 VQAV2

AI2D
626623 858 ?:‘04 1
1) Higher resolutions up to 1344x896 pixels, enabling X
the detailed capture of complex visual information.(the
usual 448x448 resolution used in LMMSs.) STvoa —gi8
15.9 1212.8
. . . . : 1245.0 SoTpl3593
2) It employs a multi-level description generation & \
method, enriching the context for scene-object ESTYQX
associations. A
DocVQA 65. ot WikiTab
3) 18 datasets further demonstrate that Monkey X L, 4
. . . . e 40.6
surpasses existing LMMs in many tasks like Image ron e
Captioning and various Visual Question Answering. '
InfoVQA DeepForm
Monkey OtterHD-8B Shikra (Vicuna-13B)
Qwen-VL (Qwen-7B) mPLUG-Owl2 =~ InstructBLIP (Vicuna-13B)
PalLM-E-12B —— LLaVAL.5 (Vicuna-7B) BLIP-2 (Vicuna-13B)

LI, Zhang, et al. Monkey: Image resolution and text label are important things for large multi-modal models. CVPR 2024

Flickr30K



3.Methods - The overall architecture of Monkey

Monkey utilizes a new module that divides high-resolution images into smaller patches using a sliding
window method. Each patch is processed independently by a static visual encoder, enhanced with LORA
adjustments and a trainable visual resampler.

[ Answer: Piata Victoriei ] [ Answer: The umbrella is blown up into the sky. ]
t

—'[ Large Language Model (LLM) ) ]
..
) IG]q:;bal Feature |
J | J I I !

T mmoooooo———oeo-oooooo-
Shared Resampler © ]
| I et t___.
O vir Vit
N ttttTTT o o o | A

448x448 448 %448 448 %448 448x448

—[ Question: What is the text on the sign? ] [ Question: What is funny about the image? ]

89()( 1344 — 448 ><448

It enables high resolution by capturing global feature from original image and local features from divided patches.
All patches are processed through the shared static ViT encoder, such as Vit-BigG with 2b parameters



3.Methods — 1) Enhancing Input Resolution

[ Answer: Piata Victoriel ] [ Answer: The umbrella ;s blown up into the sky. ] H W 3
> x
—>[ Large Language Model (LLM)“ ] I E R (e g 3 1344 x 896)
- S — o
: lr)tnl Featuves g | g | g | g | " | g :GlnlhalFeamre g : S I Id I ng WI ndOW (Local)
____________________________________ f____________________________________r .
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"""" PR Tl e E b b T i Y Hox Wy (e.q. 448 x 448
R S foo----mm- B S e et A | W - R#v v ( 9., )
b d &
| . -
i prre ﬂ .t 1o ,(Supported resolution of the original LMM)
—|_ Question: What is the text on the sign? l i Question: What is funny about the image? i - Soc 4

Each patch is processed independently by a static visual encoder + LORA

hC ]
A 9 S LoRA freezes the pretrained model weights and injects
trainable rank decomposition matrices into each layer
Pretrained of the Transformer architecture, significantly reducing the
Weights | number of trainable parameters for downstream tasks.

= Rdxd

h=Wox+ AWz = Wyx + BAx

x[C——— ]
HU, Edward J., et al. Lora: Low-rank adaptation of large language models. ICLR 2022.



3.Methods — 1) Enhancing Input Resolution

[ Answer: Piata Victoriei ] [ Answer: The umbrella is blown up into the sky. ]
1

~ S (LLM)© ] This approach strikes a balance

[ it . between detailed and holistic

t[" S e e e e perspectives of the images, thereby

I enhancing the model performance

o T = : 2 . :

(el S Eeed e S o e Ml Wl while avoiding a substantial increase in

computational demand.

448x448 448x448 8!448 448448 448x448 448x448

—[ Question: What is the text on the sign? ] [ Question: What is funny about the image? ] 806 1344 — 448=44

Perceiver Resampler: from varying-size large feature maps to few visual tokens.

Weights optionally shared between repeats
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JAEGLE, Andrew, et al. Perceiver: General perception with iterative attention. ICML 2021.



3.Methods — 1) Enhancing Input Resolution - The Perceiver Resampler

) Output: text
. Pretrained and frozen @‘ a very serious cat.
Trained from scratch
| | n-th GATED XATTN-DENSE
Perceiver Perceiver :
Resampler Resampler
" 1st GATED XATTN-DENSE

Processed text

T

| <image> This is a very cute dog.<image> This is |

Interleaved visual/text data

This is a very cute dog.ﬂ This is

Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLMs)
that take as input visual data interleaved with text and produce free-form text as output.

The Perceiver Resampler module transforms a variable-sized grid of spatio-
temporal visual features from the Vision Encoder into a fixed number of
output tokens, regardless of the input image resolution or video frame count.
It uses learned latent vectors as queries, while the keys and values are a
combination of the spatio-temporal features and the latent vectors.

k111
e
« Htsebotttssattenomtt | ] 1]

ALAYRAC, Jean-Baptiste, et al. Flamingo: a visual language model for few-shot learning. NeurlPS, 2022,



3.Methods - 2) Multi-level Description Generation

LLaVA and Qwen-VL were trained on datasets that often contain image-text pairs that are too simple.

Language Dataset Original Cleaned Remaining%
LAION-en 2B 280M 14% —
LAION-COCO 600M 300M 50%
DataComp 1.4B 300M 21%
. Coyo 700M 200M 28%
English
neis CC12M 12M 8M 66%
CC3M 3M 3M 100%
SBU 1M 0.8M 80%
COCO Caption 0.6M 0.6M 100%
, LAION-zh 108M 105M 97% the stars in the night sky. musical artist performs on
Chinese stage during festival.
Total 5B 1.4B 28% (e.g., CC3M : one short sentence to describe a

Details of Qwen-VL pre-training data complicated image)

Sharma, Piyush, et al. "Conceptual captions: A cleaned, hypernymed, image alt-text dataset for automatic image captioning." Proceedings of the 56th
Annual Meeting of the Association for Computational Linguistics 2018.
BAI, Jinze, et al. Qwen-vl: A versatile vision-language model for understanding, localization, text reading, and beyond. 2023.



3.Methods - 2) Multi-level Description Generation

GPT-assisted Visual Instruction Data Generation. (LLaVA)

Context type 1: Captions :
A group of people standing outside of a black vehicle with various luggage. ( - Ya\‘/neg%cglgeect r::']iglg il:]gltquL,lj(?tion

Luggage surrounds a vehicle in an underground parking area : _

People try to fit all of their luggage in an SUV. = following samples in total.
The sport utility vehicle is parked in the public garage, being packed for a trip$®
Some people with luggage near a van that is transporting it. . .
Conteit tgpe 2: Bofei . . il 58K in conversations
person: [0.681, 0.242, 0.774, 0.694], backpack: [0.384, 0.696, 0.485, 0.914], suitcase: ...<omitted> 23K in detailed description

77k in complex reasoning

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV) ...<omitted>

Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the left side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip. ...<omitted>

Response type 3: complex reasoning

Question: What challenges do these people face?

Answer: In the image, a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings ...<omitted>

LIU, Haotian, et al. Visual instruction tuning. NeurlPS 2023(Oral).



3.Methods - 2) Multi-level Description Generation

The pipeline for multi-level description generation for images. (BLIP2 to check for filtering out low-scoring matches)
- Q-former (integration with the vision encoder and LLM), GRIT (region-to-text model),
- PPOCR (extracts text from the images), SAM (segments and identifies objects and their parts)

(a) Overall Caption

(e) Summarize

BLIP2

BLIP2: a formal dining room with a stone wall
CC3M: like the feature wall , ceiling and chandelier

ChatGPT
- Detailed Caption
(d) Filter generated by us
BLIP2

(b) Region Proposal and Caption

GRIT+PPOCR

[0.37,0.07, 0.63, 0.41]
a chandelier hanging from the ceiling

[0.88, 0.34, 1.0, 0.75]
a large wooden cabinet

[0.14, 0.53, 0.83, 0.88]
a wooden table with chairs around it

(c) Segmentation and Caption

SAM+BLIP2

[0.88, 0.33, 1.0, 0.74]
a large wooden china cabinet with glass doors

[0.04, 0.40, 0.16, 0.70]
a wooden clock with a clock face

[0.35, 0.59, 0.63, 0.98]
a wooden chair with a seat and back

a wooden table with
chairs around it

Image Text Matching Score

This is a formal dining
room with a stone feature
wall. The room has
wooden furniture
including chairs, tables,
and cabinets. There is a
bouquet of flowers on
one of the tables and a
chandelier hanging from
the ceiling. The chairs are
fancy and some have seat
and back cushions. One
of the cabinets has glass
doors while another has
arched windows. There is
also an entertainment
center with two doors in
the room.

a rock with flowers
and other items on it

Image Text Matching Score

0.17 x

Original Annotation
from CC3M Dataset

like the feature wall ,
ceiling and chandelier

LI, Zhang, et al. Monkey: Image resolution and text label are important things for large multi-modal models. CVPR 2024




3.Methods - 2) Multi-level Description Generation

Who is wearing glasses?
man

Where is the child sitting?
fridge

woman

arms

| Smaples  «Generate the caption in
Detailed Caption 213k ) English:”
Image Caption coco Caption [22]7] ~ 82k~ ~ “Generate the g_etalled' T i He bed?
s the umbrella upside down? ow many children are in the be
TextCaps [45] 109k captlorun—Engllsh 9es e i
r » =
VQAV2 [16] 100k &L — )
DKVOA—3]— T =18k~ ‘{question} Answer:
General VQA GQA [20] 150k {answer}.
ScienceQA [33] 18k
VizWiz [17] 20k Figure 1: Examples from our balanced VQA dataset.
TextVQA [46] 34k |2007 Ig Nobel Prize winners announced |
. Friday, October 5, 2007
Scene Text-centric VQA | OCRVQA [3§] 250k oy o e e
AI2D [23] 24k o s W i, i sk s g o o ko T
are given to achievements that, *first make people laugh, and then make them
- hink." They were presented at Harvard University's Sanders Theater. it
DOC VQA [3 (-J] l 1 8k {Ten awardsyhave :sen presented, each given to a different field. The winners are: &, F “,ﬁ:’f D t - I th M k
ChartQA [35] 84k e e e | P etails on the Monkey
swallowing. iversity, who discovered
[ﬂfOVQA [7; ?] 47k [ Physics: A team from the USA and Chile, who mado a study about how cloth|  fvesrer romcrer tral nin g d a‘ta
sheets become wrinkled.
- DeePFDIm [48] ?k b Biology: Dr Johanna van Bronswijk of the Netherlands, for carrying out a
Doc-oriented VQA census of creatures that live in people's beds
K-I-JC [‘:1'7 ] 2?1{ J~ Chemistry: Mayu Yamamoto, from Japan, for creating a method of extracting vanilla fragrance and flavouring 'roml
WTQ [41] 28k
7/
— TabEact. [ SJ — d -9k » Q: Who were the winners of the Ig Nobel prize for Biol-
r = ly ogy and Chemistry?
| VisualMRC [49] 21 A: The winner of the Ig Nobel prize for biology was Dr
Johanna van Bronswijk, and the winner for Chemistry was
Total | | 144 Mayn Y :
i - Aam ayu Yamamoto.

GOYAL, Yash, et al. Making the v in vga matter: Elevating the role of image understanding in visual question answering. CVPR 2017.
TANAKA, Ryota; NISHIDA, Kyosuke; YOSHIDA, Sen. Visualmrc: Machine reading comprehension on document images. AAAI 2021.



3.Methods - 3) Multl -task Pre- tralnlng

s Stage2:Multi- task \ Stage3: Supervised

| Pretrainin 1 Finetuning ) ) )
I s By integrating diverse datasets and

{ QwenLM ]l [ QwenLM &] [ QwenLMd,] applying consistent instructions

| across all tasks, as guided by
Learnable
B e

. |Leg$a£|e QwenLM, we enhance both the
Embs Ets model's learning ability and training

Stagel: Pretraining

Learnable
Query
Embs

| I . .
I : efficiency.
@ Low Resolution : @ High Resolution I @ High Resolution
I Text Pai Multi-task and I Chat Interleaved
B e e \ ~ _lntirleﬂled_VL_Da_ta - / VL Data
Task # Samples  Dataset
Captioning 19.7M Tégi(:)ON-en & zh, DataComp, Coyo, CC12M & 3M, SBU,
VOA 3 6M GQA, VGQA, VQAv2, DVQA, OCR-VQA, DocVQA,
' TextVQA, ChartQA, AI2D
Croum:lir'lg2 3.5M GRIT
Ref Grounding 8.7M GRIT, Visual Genome, RefCOCO, RefCOCO+, RefCOCOg
Grounded Cap. 8.7M GRIT, Visual Genome, RefCOCO, RefCOCO+, RefCOCOg
OCR 24 8M SynthDoG-en & zh, Common Crawl pdf & HTML
Pure-text Autoregression 7.8M

Details of Qwen-VL multi-task pre-training data.
BAI, Jinze, et al. Qwen-vl: A versatile vision-language model for understanding, localization, text reading, and beyond. 2023.



4.Experiments - Model Configuration

[Model Configuration]

Vision Encoder : Vit-BigG(CLIP)

LLM : QwenVL

H,, H,, : 448 x 448

Learnable queries : 256

Images of size : 896 x 896

Vision encoder : 1.9B

LoRA : 16 for the attention module 32 for MLP (117M parameters)
Large language model : 7.7B parameters
The resampling module : 90M parameters
Overall parameters for Monkey : 9.8B

[Training]

Learning rate : le-5,

AdamW optimizer (8; = 0.9, 6, = 0.95)

Cosine learning rate schedule

Warmup period of 100 steps

Batch size : 1024

Weight decay : 0.1

Whole training process : 40 A800 days for one epoch



4.Experiments — MLLM Evaluation benchmark MME

Existence &

.:%

- image?

Poster i

Commonsense Reasoning ¢
[Y] Should I step when I'm
about to cross the street?
[N] When I see the sign in the
picture, can I cross the street?

2

Perception (Coarse-Grained Tasks)

[Y] Is there a refrigerator in
this image?
[N] Is there a donut in this
image?

Perception (F me—Gramed Tasks)

[Y] Is there a elephant in this
image?
[N] Is there a hair drier in this

[Y] Is this movie directed by [Y] Is this movie titled twilight

Sfrancis ford coppola’ (2008)?

[N] Is this movie directed by [N] Is this movie titled the

franklin j. schaffner’ horse whisperer (1998)"
Perception (OCR Task)

[Y] Is the phone number in the
picture "0131 555 6363"?
[N] Is the phone number in the
picture "0137 556 6363""

[Y] Is the word in the logo
. "high time coffee shop"’
- [N] Is the word in the logo
"high tite cofeee shop"?
Cognition (Reasoning Tasks)

Text Translation B8

[Y] Is there one real cat in
this picture?
[N] Is there #wo real cats in
this picture?

R

Ekia

[Y] Appropriate to translate
into English 'classic taste'?
[N] Appropriate to translate
into English 'strawberry flavor”!

MME: A Comprehensive Evaluation
Benchmark for Multimodal Large
Language Models (total of 14 subtasks

Rank Model Score
4 WeMM 1621.66
é InfMLLM 1567.99
é SPHINX 1560.15
4 Lion 1545.80
5 LLaVA 1531.31
6 XComposer-VL 1528.45

Qwen-VL-Chat 1487.58
8 mPLUG-OwI2 1450.20
9 Skywork-MM 1419.08
10 GPT-4V 1409.43

(1) Perception

[Y] Appropriate to translate into
English 'work hard together"!

[N] Appropriate to translate into
English 'be filled with intrigue'!

HEBH



4.Experiments — MLLM Evaluation benchmark MME

Model Image Caption General VQA

Flickr30K  TextCaps | VQAv2Z OKVQA GQA ScienceQA VizWiz
Flamingo-80B [1] 67.2 - 56.3 50.6 - - 31.6
Palm-E-12B [13] - - 71.7 60.1 - - -
BLIP-2 (Vicuna-13B) [27] 71.6 - 65.0 45.9 323 61.0 19.6
InstructBLIP (Vicuna-13B) [12] 82.8 - - - 49.5 63.1 334
Shikra (Vicuna-13B) [7] 73.9 - 774 47.2 - - -
mPLUG-OwI2 [54] 85.1 - 79.4 57.7 56.1 68.7 54.5
LLaVALS5 (Vicuna-7B) [28] - - 78.5 - 62.0 66.8 50.0
Qwen-VL(Qwen-7B) [3] 85.8 65.1 79.5 58.6 59.3 67.1 352
Qwen-VL-Chat [3] 81.0 - 78.2 56.6 57.5 68.2 389
Monkey | 86.1 93.2 | 80.3 61.3 60.7 69.4 61.2

Table 2. Results on Image Caption and General VQA.

Model | TextVQA  AI2D  STVQA ESTVQA  Model | DocVQA  ChartQA  InfoVQA  DeepForm KLC ~ WTQ
e : ) Qwen-VL |  65.1 65.7 35.4 4.1 159 216
InstructBLIP [12] <07 ) ] ) Monkey 66.5 65.1 36.1 40.6 328 253
mPLUG-DocOwl [53] 52.6 - - -

mPLUG-OwI2 [54] 54.3 - - - , \ o O

Qwen-VL [3] 638 623 591 778 Table 4. Results on Doc-oriented VQA.

Qwen-VL-Chat [3] 61.5 57.7

LLaVA-1.5 [28] 582 - - -

Monkey | 676 626 617 82.6

Table 3. Results on Scene Text-centric VQA.



4.Experiments - Ablation Study

Resolution | LoRA || Throughout FLOPS (e20) | VQAv2 GQA TextVQA STVQA DocVQA DeepForm InfoVQA WTQ
{ |

rl | 896x896* 0 ; 43.452 1.608 74.1 55.2 44.7 41.5 539 11.4 32.7 16.8
r2 | 896x896* | I 37.429 1.614 71.4 54.0 41.7 38.5 47.5 7.2 315 17.1
3 | 672x672 4 | 43.604 1.617 80.0 59.6 67.3 67.2 66.4 31.3 359 25.0
4 | 784x784 4 | 42851 1.617 79.9 59.8 67.5 67.7 66.5 38.9 35.5 25.1
r5 ;1 896x1344 6 | 28.542 1.622 80.1 61.1 67.3 66.7 66.3 423 39.6 26.6
6 | 1344x896 6 | 28842 1.622 80.2 61.8 67.7 66.3 64.5 41.4 35.7 25.2
17 | 896x896 0 I 49.634 1.613 80.1 60.4 67.5 65.1 66.1 36.8 36.1 249
8 | 896x896 1 I 42.885 1.614 80.0 60.3 67.6 67.0 66.7 36.9 36.5 247
9 | 896x896 4 I 42542 1.617 80.3 60.7 67.6 67.7 66.5 40.6 36.1 253

Table 5. Ablation study on enhancing input resolution and the number of trainable adapters using Qwen-VL (originally trained using
448 x448). * refers to directly scaling the input size of the visual encoder from 448 to 896 using traditional positional position interpolation.

Res. PT | GQA  TextVQA MMVet .o oase the input size, there is a noticeable boost in performance.
;gi ng’r 62_1?_2*0. 1 56;&:)_2) 33;%_5) Reducing the LORA number causes a performance decrease.

336 CC3M | 63.4 59.8 335

336 Ours | 637 (+0.3) 60.4(+0.6) 36.1(+2.6) [LLaVa 1.5]

448 CC3IM 64.3 60.2 336 Visual encoder : ViT-L/14

448 Ours | 64.6(+0.3) 620(+18) 362(+2.6) LLM : Vicuna

Table 6. Ablation study on LLaVA1.5. “Res.” denotes resolution.
“PT” refers to pretrain data.



4.Experiments - On some testing samples with dense text

Monkey has demonstrated impressive performance when compared to GPT4V.

i
1
msll 0

product in the picture?

I 125ml

(4
e
N
\
¥ S
b GEa
Y
4
I

What is the net weight of the

The net weight of the product
shown in the picture is 250ml.

:} (©)

What is the net weight of the product
in the picture?

¥

< 1 100g @

I'm sorry, but I'm unable to provide the
net weight of the product in the picture
as the text is not clearly readable.



(e) Enclal media users experience a mix of positive,

4. EX p er I m e n tS = Den S e teXt negative emotions while using these platforms

% of social media users who say they see content on social media that

muakes them feel ...
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® How many more people felt
inspired frequently than

P

@ Where is the BRISTO PHOTOGRAPHY? depressed frequently?
EE——1
e THIRD 0.03

va.“"""\

=

3rdfloor 42> IIKNAR
“Bristo Photography” is located on the =~ [EEEUNSEEEE_E | %)) -..... Therefore, 3% more
second floor according to the directory people felt inspired

sign in the image you've provided. frequently thandepressed

frequently.




4.Experiments - Comparisons with LMMs on Detailed Caption task.

@ Q: Generate the detailed caption in English.

ENIPORXN ARMAN

Ours: Image shows a shopping mall with various stores and people walking around. A
Michael Kors store is visible, as well as a watch station and a store selling Emporio
Armani. A woman in a red dress and white coat 1s walking through the mall, while
another woman in a red coat and black pants is carrying a black purse. A black and
white photo of a woman wearing sunglasses is also visible.

f"

Qwen-VL-Chat: A shopping mall with people walking around and shopping. G}

LLaVAL.5: The image depicts a busy shopping mall with a large group of people

walking around and browsing the stores. There are at least 14 people visible in the

scene, some of them carrying handbags. A Michael Kors store is prominently featured

in the mall, with a large display of handbags and other accessories. k
In addition to the Michael Kors store, there are several other stores in the mall,

including a jewelry store and a watch store. The mall is well-lit, and the atmosphere is

lively as people move about and explore the various shops.

GPT4V : This image depicts a scene inside a modern shopping mall where various luxury brand stores are visible. In the foreground is a Michael
Kors store showcasing an advertisement with an image of a woman wearing sunglasses, accompanied by an array of handbags on shelves. Adjacent
to the Michael Kors store is a store named "WATCH STATION" featuring a selection of watches. In the background, we see the Emporio Armani
store, which also displays luxury watches as part of its merchandise. Consumers are walking through the mall, browsing and shopping, with a few
individuals standing and talking. The lighting is bright and highlights the products on display. The overall atmosphere is one of a clean, high-end
shopping environment with a focus on fashion and accessories.

Monkey went further in detailing various elements in the scene, such as describing “another woman in a red
coat and black pants carrying a black purse”



5.Conclusion & Limitation

(+) Improve the input resolution capacity up to 1344x896 pixels without pretraining from the start.

(+) To bridge the gap between simple text labels and high input resolution, we propose a multi-level
description generation method, which automatically provides rich information that can guide the model to
learn the contextual association between scenes and objects.

(+) Our model demonstrates promising performance in image captioning by paying attention to textual
information and capturing fine details within the images; its improved input resolution also enables
remarkable performance in document images with dense text.

(-) Input images is constrained to a maximum of six patches(due to the limited input length of the language
model)

(-) Multi-level description generation approach, it is capable of describing only the scene presented
in the image and its scope is bound by the world knowledge encapsulated in BLIP2 and the original CC3M
annotations.

(-) How about making the patch crop adaptive instead of fixed-sized?



Monkey Demo : http://virlab-monkey.xyz:7681/
1JCAI

JEJU 2024

LCAI

X JEJU2024

‘ /* International Joint Conference
33 on Artificial Intelligence

August 3-3, <024
Jeju Island, South Korea

~s=ard [nternational Joint Conference
33 on Artificial Intelligence

-—-—- 7

The photo depicts a man standing to his left side of an advertisement board foy "ICAI EU20+24 Ipternational Artificial Intelligence Conference" held on August 3-9 at
Jeju Island South Korea with various logos and sponsors listed below it such as Oppo DIDT Hiiawei COMebo Openbayes among others.

He is wearing glasses along with casual attire consisting of green short-sleeved shirt tucked into blue jeans paired white sneakers that have dark soles visible above
them. He has black hair styled upwards slightly towards one temple and wears what appears like silver earrings or studs just behind each earlobe.

On top right corner there's another smaller signboard indicating some information about ICAI which seems related due its proximity to main banner. The
background shows part of indoor architecture typical of modern buildings; glass doors are partially seen reflecting light while ceiling lights illuminate overhead
% areas creating bright spots around edges where they meet walls/ceiling junctions.

D

How many company logos can you find? @
(n

———‘?

In the image, several companies' logo designs appear in different sizes across both banners advertising ICICI Europe (EU) conference events from years past up until
this year’s event scheduled &ext_mo_nth._Thisemclude recognizable brands associated with technology and artificial intelligence sectors represented by their

% respective symbols—rsuch as 'OPPO’, 'DIDI', etc.—lwhich suggest these were major partners or supporters during those conferences.

D


http://vlrlab-monkey.xyz:7681/

ChatGPT

t looks like you're attending the 33rd International Joint Conference on Artificial Intelligence
(&) It looks like you' ding the 33rd Int ti | Joint Conf Artificial Intellig
(IJCAI) 2024 in Jeju Island, South Korea! That's exciting! How has the conference been so far?

Are there any talks or sessions you're looking forward to?
® Here are the company and sponsor logos | can identify from the banner:

1. MEGVII (also known as Face++)

| 2 _Kyung Hee University |
£3 Mera 1
| 4. oppo l
( 5. Vivo "\I
I 6. Baidu I
: 7. Huawei :
'\a_ Didi !
793 JDcom 1V

That makes a total of 10 company logos on the banner.



LLaVA-1.5 (CVPR 2024)

Pre-training
Instruction Tuning language model (Vicuna v1.5 13B)
LLal\n;_ g.;:g ] [ o [ [ o [ 0 [
| vision-language connector (MLP) tokenizer &
Qwen-VL | 50 embedding
-Chat 1400
vision encoder (CLIP ViT-L/336px) )
User: what is
"“Stgtf; E 1‘1229 unusual about
; - this image?
10! 10°
# Training Samples (M) -
Qwen-VL [3] Qwen-7B 4482  14Bt 50Mf 78.8*  59.3*
Qwen-VL-Chat [3] Qwen-7B 4482 1.4B* 50Mf* 78.2* 57.5*
LLaVA-1.5 Vicuna-7B 3362 558K 665K 78.5%  62.0*
LLaVA-1.5 Vicuna-13B 3362 558K 665K 80.0* 63.3*
LLaVA-1.5-HD Vicuna-13B 4482 558K 665K 81.8* 64.7*

resize

Liu, Haotian, et al. "Improved baselines with visual instruction tuning.” CVPR 2024.

Method LLM Res. | GQA MME MM-Vet
InstructBLIP 14B 224 | 495 12128 256
Only using a subset of InstructBLIP training data
0 LLaVA 7B 224 | - 809.6 25.5
I +VQA-v2 7B 224 | 47.0 1197.0 277
2 +Format prompt 7B 224 | 46.8 13238 263
3 +MLP VL connector 7B 224 | 473 13552 278
4 +OKVQA/OCR 7B 224 | 50.0 1377.6 29.6
Additional scaling
5 +Region-level VQA 7B 224 | 50.3 1426.5 30.8
6 +Scale up resolution 7B 336 | 51.4 1450 30.3
7 +GQA 7B 336 | 62.0* 1469.2  30.7
8 +ShareGPT 7B 336 | 62.0* 1510.7 31.1
9 +Scale up LLM 13B 336 | 63.3° 1531.3 36.1
Table 2. Scaling results on  data, model, and resolution.
encode - . .- flatten
[ AR AR
LLM

encode

] |

.. flatten



Mini-Monkey: Multi-Scale Adaptive Cropping (NeurlPS 2024 Submission ’24.08.09)

(a) Input Image

(bjCripplig Siegy. Mini-Monkey is efficient that our method can be trained using
s ONly eight RTX 3090 and employs a multiscale adaptive
cropping strategy (MSAC). Scale Compression Mechanism
(SCM) to reduce the computational overhead by compressing
image tokens.

Like a monkey!!!

(a) Mini-Monkey

4 .
B o | . " . Multi-Scale : Scale
(¢) Overlapping Cropping Strategy | (d) Ours: Multi-Scale Adaptive Crop Strategy Bl — | Adaptive Crop —> | ViT Sll)]l:[;{e —_— PI:/:’;;‘ —+ | Compression |— [NENNS
| ' . ! Strategy ) Mechanism
| y
| Ad I AR AL R | T i e e
| *‘]P“"e (b) Multi-Scale Adaptive Crop Strategy (c) Scale Compression Mechanism
select
: '= Stratified Operation I = S| iy - w2 T Atln,
s e e ke = L-Am
I - - Detailed Layer I Tokens  Tokens Tokens Tokens  Tokens .
: . o ey | Mt | Shared
5 . LLM's Layer
| N R 112 2:6 |
| ]
Figure l:A Sawloot}} ElTec'l caused by tl}e cropp‘ing. .(u') Ir}pul [mage (l:;) Cropping strategy. (c) 233 141 |=> | Adaptive Layer 1:2 |
Overlapping Cropping Strategy. (d) Ours: Multi-scale adaptive cropping strategy. —_— Adaptive '= | _— g
A & - -
1:12. | 2:6 1:2 Selest I
Model | Resolution Strategy | TextVQA :
i Global Layer Global 1:1 I
Baseline Dynamic High-Resolution strategy [8] 734 . 1:1 4 E |
Baseline Fixed Size High-Resolution strategy [37] | 74.2 i
Baseline Overlapping Cropping Strategy 70.6 ) ) . ) . )
Baseline Multi-Scale Strategy [60] 74.8 Figure 2: The overall. archltf:cture of Mlm—Monkey. H-Attn represents hlgh attention weight. L-Attn
Mini-Monkey (Ours) | Multi-Scale Adaptive cropping strategy | 75.7 represents low attention weights. The tokens with low attention weights will be filtered. The shared

LLM’s Layer represents using the block layer from LLM in SCM.

Huang, Mingxin, et al. "Mini-Monkey: Multi-Scale Adaptive Cropping for Multimodal Large Language Models." NeurlPS 2024 submission.



Thanks

Any Questions?

You can send mail to
Susang Kim(healessl@gmail.com)
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