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1.Introduction - Fourier Transform

The Fourier Transform converts the image from the spatial domain (i.e., the 
image's pixel values) to the frequency domain (i.e., a representation of the 
image's frequencies).

In image processing, the frequency domain is a way to represent an image as 
a sum of sine waves of different frequencies. The frequency domain is often 
used for analyzing and processing images because it allows us to better 
understand the image's underlying structure and content.

Images are discrete signals, not continuous. And it is a signal defined in a finite interval.

https://darkpgmr.tistory.com/171 
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https://sonsnotation.blogspot.com/2020/12/4-image-filtering.html 
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https://darkpgmr.tistory.com/171
https://sonsnotation.blogspot.com/2020/12/4-image-filtering.html


1.Introduction - Convolution vs. Transformer

Convolution is efficient in memory and 
compute.
Local connectivity can lead to loss of 
global context.
Bad at long sequences(Need to stack 
many conv layers for outputs to “see” 
the whole sequence, Static weight).
High Frequency details (Texture biased)

S Tuli et al., “Are Convolutional Neural Networks or Transformers more like human vision?,” CogSci, 2021. 

Transformers are flexible and attend to 
information at various distances away 
from Patch.
Good at long sequences
- output sees “all” inputs.
Dynamic w.r.t input
- output “sees” inputs adaptively.
Very memory-intensive
Low Frequency global information 
(Shape Biased)

It is difficult for ConvNets to capture long-term dependencies, while self-attention layers are global.



2.Motivation - Inception Transformer

Effectively learns comprehensive features with both high- and low-frequency information in visual data.
capturing both high and low frequencies

ViT mainly including global shapes and structures of a scene or object, but are not very powerful for 
learning high-frequencies,mainly including local edges and textures.



3.Related Works - Inception(Going Deeper with Convolutions) (CVPR 2015) 

2015 ReNet 
2016 GoogleNet v4 
2017 SENet

necessary to distinguish between fine-grained 
visual categories like those in ImageNet

AlexNet



3.Related Works - Global Filter Networks for Image Classification (NeurIPS 2021)

GFNet replaces the self-attention layer in vision transformers with three key operations: a 
2D discrete Fourier transform, an element-wise multiplication between frequency-domain 
features and learnable global filters, and a 2D inverse Fourier transform.



3.Related Works - FNet:Mixing Tokens with Fourier Transforms(NAACL 2022)

Attention may not be the principal component driving the performance of Transformers.
FNet, that uses the Fourier Transform as a mixing mechanism.

discrete Fourier Transform



3.Related Works - An Image Patch is a Wave: Phase-Aware Vision MLP (CVPR 2022)

Wave-MLP architecture for vision tasks, which takes each token as a wave with both amplitude
and phase information. Amplitude is the original real-value feature and the phase modulates relationship 
between the varying tokens and fixed weights in MLP. With the dynamically produced phase, the tokens are 
aggregated according to their varying contents from different input images.

amplitude is a real-value feature representing each token.



3.Related Works - Hybrid Architecture / BoTNet (CVPR 2021) 

Srinivas, Aravind, et al. "Bottleneck transformers for visual recognition." CVPR 2021.

By just replacing the spatial 
convolutions with global 
self-attention in the final blocks of a 
ResNet and no other changes.

Uniformer (CNN+ViT) (ICLR 2022)



4.Method - The overall architecture of iFormer

high-frequency max-pooling operation and convolution
low-frequency mixer is implemented by a vanilla self-attention in ViTs.

For each block, yellow and green indicate low- and high-frequency 



Inception mixer.

High-frequency mixer : 

Low-frequency mixer

Low-high-frequency mixers

Frequency ramp structure 

the kernel size and stride for the pooling and upsample layers 
are set to 2 only at the first two stages.(reduces the 
computational overhead)

define a channel ratio to better balance the 
high-frequency and low frequency components,



Frequency ramp structure : Configurations of iFormers
Like humans, by capturing the details in high frequency components, lower layers can capture visual 
elementary features, and also gradually gather local information to achieve a global understanding of the input.



Comparison of different types of models on ImageNet-1K

The same data augmentations and 
regularization methods in DeiT for fair 
comparison.

iFormer surpasses 
both the SoTA ViTs  and hybrid ViTs.



Fine-tuning Results with larger resolution (384 x 384)

iFormer consistently outperforms the 
counterparts by a significant margin across 
different computation settings. These results 
clearly demonstrate the advantages of iFormer 
on image classifications.



Results on Object detection and Instance segmentation

iFormer as the backbone 
in Mask R-CNN.

The FLOPs are 
measured at resolution 
800x1280



Semantic Segmentation

Semantic segmentation with semantic FPN on ADE20K.
FLOPs are measured at resolution 512x2048.

evaluate the generality of iFormer through  
benchmark on semantic segmentation, i.e.,
ADE20K. 

The dataset contains 20K training
images and 2K validation images. We adopt
iFormer pretrained on ImageNet as the backbone
of the Semantic FPN framework. Following
PVT and UniFormer, we use AdamW with an initial 
learning rate of 2x10^-4
with cosine learning rate schedule to train 80k
iterations. All experiments are implemented on
mmsegmentation codebase



Fourier spectrum of 6-th, 12-th and 18-th layers for the iFormer-S.

Fourier spectrum of iFormer-S for the 
MaxPool, DwConv and Attention
branches in the Inception mixer. We can 
observe that attention mixer tends to 
reduce high frequencies,
while MaxPool and DwConv enhance them.

Effect of kernel type on frequency



Ablation study

Inception token mixer. The Inception mixer is proposed to augment the perception capability 
of ViTs in the frequency spectrum. To evaluate the effects of the components in the Inception 
mixer, we increasingly remove each branch from the full model

adopting the down- and up-sample structure, 
iFormer-S gets a similar accuracy (83.4%) but 
has much less FLOPs (4.8 G).

the self-attention has learned that is learnt by 
large-kernel DWConv. Besides, the smaller 
kernel is more conducive and effective for 
capturing high-frequency.



Grad-CAM of Swin-T and iFormer-S trained on ImageNet.

Input                   Swin-T             iFormer-S Input             Swin-T             iFormer-S



Conclusions

iFormer adopts a channel splitting mechanism to simply and efficiently couple convolution, maxpooling
and self-attention, giving more concentrations on high frequencies and expanding the perception
capability of the Transformer in the frequency spectrum

iFormer outperforms representative vision Transformers on image classification, object detection and
semantic segmentation, demonstrating the great potential of our iFormer to serve as a general-purpose
backbone for computer vision.

we further design a frequency ramp structure, enabling effective trade-off between high-frequency and 
low-frequency components across all layers

Limitation.
It is not trained on large scale datasets, e.g., ImageNet-21K
A straightforward solution would be to use neural architecture search.



Openreview (NeurIPS 2022 Oral)
This paper proposes a novel multi-branch style architecture for vision tasks, motivated by a frequency perspective of 
deep network behaviors.

Official Blind Review 1 (Rating: 7: Accept)
Q: The design of a frequency ramp structure that uses a channel ratio to balance the high- and low-frequency seems 
straightforward. I wonder other designs for frequency information balancing and how they perform. (from linear scaling)
A: cosine scaling / NAS
We then consider using a regularization method to help improve the ability of attention to learn high-frequency information.

Official Blind Review #2 (Rating: 8: Strong Accept)
Q:  the multi-branched network seems to have better generalization and optimization properties compared with the 
single-branched counter parts Lack of discussion with previous multi-branched network structure.
A: this work aims to disclose the problem of vanilla ViTs, while ResNeXt/Inception aims to improve the efficiency of CNNs.

Official Blind Review #3 (8: Strong Accept)
Q: How does the feature fusion module compares to direct concatenation in performance?
A: Our feature fusion module for iFormer-S achieves 83.4%, while the result of direct concatenation is 83.0%

Official Blind Review #4 (Rating: 7: Accept - increase ratings)
Q: the fair settings instead of only on an intermediate setting.
A: this study will provide valuable insights for the community to design efficient and effective Transformer architectures.
Q: we can apply large kernel DWConv to achieve better performance than the naive MaxPool operation.
A: the self-attention has learned the information that is learnt by large-kernel DWConv. Besides, the smaller kernel is more 
conducive and effective for capturing high-frequency information.

https://openreview.net/forum?id=qf12cWVSksq 

https://openreview.net/forum?id=qf12cWVSksq
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