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1.Introduction - Traditional Convolution Neural Networks

Li, Zewen, et al. "A survey of convolutional neural networks: analysis, applications, and prospects." IEEE transactions on neural networks (2021)

LeCun et al. proposed LeNet-5 in 1998, CNN 

trained with the backpropagation algorithm.

Dilated&Deformable convolution kernel.

CNN has been making

brilliant achievements, which 

have become one of the most

representative neural 

networks.



1.Introduction – From Transformer to Vision Transformer

Han, Kai, et al. "A survey on vision transformer." IEEE TPAMI 2022.

An illustration of the shifted window 

approach for computing self-attention in the 

proposed Swin Transformer architecture.



1.Introduction - Evolution of CNN Architectures

YOUNESI, Abolfazl, et al. A Comprehensive Survey of Convolutions in Deep Learning: Applications, Challenges, and Future Trends. arXiv 2024.

Since the early origins of CNNs, there has been a rapid evolution in CNN architectures over the past 

decade to enhance performance and efficiency.



2.Related Works - Inception(Going Deeper with Convolutions) (CVPR 2015) 

It is necessary to distinguish between fine-

grained visual categories like those in ImageNet



2.Related Works - Inception Transformer (NeurIPS 2022)

high-frequency max-pooling 

operation and convolution

low-frequency mixer is 

implemented by a vanilla self-

attention in ViTs.

Effectively learns comprehensive features with both high- and low-frequency information in visual data.

capturing both high and low frequencies. ViT mainly including global shapes and structures of a scene or 

object, but are not very powerful for learning high-frequencies,mainly including local edges and textures.



2.Related Works - ConvNeXt : A ConvNet for the 2020s (CVPR 2022)

In this work, we reexamine the design spaces and test the limits of what a pure ConvNet can achieve. 

We gradually “modernize” a standard ResNet toward the design of a vision Transformer, and discover 

several key components that contribute to the performance difference along the way

Liu, Zhuang, et al. "A convnet for the 2020s." CVPR 2022.



3.Method – Motivation (InceptionNeXt)
Inspired by the long-range modeling ability of ViTs, large-

kernel convolutions are widely adopted. Although such 

depthwise operator only consumes a few FLOPs, it largely 

harms the model efficiency on powerful computing devices 

due to the high memory access costs.



3.Method - Block illustration of InceptionNeXt and others

Vision Transformer



4. Experiments - Cross-domain FAS Performance



3.Method - Complexity of different types of convolution

K=11

11x1 + 11x1 = 2k

3x3 = 9

Identy = 0



4. Experiments - Performance of models trained on ImageNet-1K

Fairly compared with the widely-used 

baselines. (Swin and ConvNeXt)

The throughputs are measured on an A100 

GPU with batch size of 128 and full precision 

(FP32).

The numbers in gray color are reported by 

ConvNeXt paper. (Inference – image/second)

1.6×/1.2× training/inference throughputs than 

ConvNeXts.



4. Experiments – isotropic architecture

Besides the 4-stage framework, another notable one 

is ViT-style isotropic architecture which has only one 

stage. To match the parameters and MACs of DeiT, 

we construct InceptionNeXt (iso.) following ConvNeXt. 

Wang, Wenhai, et al. "Pyramid vision transformer: A versatile backbone for dense prediction without convolutions.“ ICCV 2021.



4. Experiments - Ablation for InceptionNeXt on ImageNet-1K



4. Experiments - Semantic segmentation



4. Experiments - Preliminary experiments based on ConvNeXt-T



4. Experiments - Qualitative results



4. Experiments - Configurations of InceptionNeXt models.

InceptionNeXt has similar model configurations to 

Swin and ConvNeXt.



5.Conclusion

(+) It is an effective and efficient CNN architecture that enjoys a better trade-off between the practical speed 

and the performance than previous network architectures.

(+) It is noticed the speed-up ratios of InceptionNeXt in inference is smaller than that during training.

(+) Extensive experimental results demonstrate the superior performance and the high practical efficiency

(-) What if InceptionNeXt applied to other architecture(e.g, Swin, ConvFormer) instead of just ConvNeXt?"

(-) Compared for Semantic segmentation with UperNet and Semantic FPN, but there are no experiments on 

Object Detection.

(-) This study is focused only on the token mixer, but how about 

reviewing it from the perspective of the overall architecture as well, 

such as MLP or other modules?
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Susang Kim(healess1@gmail.com)
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