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1.Introduction - FAS pipeline

(a) FAS could be 

integrated with face 

recognition systems with 

paralled or serial

scheme for reliable face ID 

matching. 

(b) Visualization of several 

classical face spoofing 

attack types in terms of 

impersonation/obfuscation, 

2D/3D, and whole/partial 

evidences.

Yu, Zitong, et al. "Deep learning for face anti-spoofing: A survey." TPAMI, 2022.



1.Introduction - Deep Learning based FAS methods

Focusing on this

Yu, Zitong, et al. "Deep learning for face anti-spoofing: A survey." TPAMI, 2022.

+Multi-Modal(Text prompt)



2.Related Works - Vision Language Pre-training (CLIP)

Radford, Alec, et al. "Learning transferable visual models from natural language supervision." ICML 2021.

The simple pre-training task of predicting which caption goes with which image is an efficient and scalable way to learn SOTA 

image representations from scratch on a dataset of 400 million (image, text) pairs collected from the internet.



Textual information to improve the generalization ability of FAS

Srivatsan et al, FLIP: Cross-domain Face Anti-spoofing with Language Guidance. ICCV 2023

MU, Lianrui, et al. TeG-DG: Textually Guided Domain Generalization for Face Anti-Spoofing. arXiv 2023.11.30

2.Related Works - Spoofing with Vision Language Model (CLIP)



2.Related Works - Learning to Prompt for Vision-Language Models (CVPR 2022)

Zhou, Kaiyang, et al. "Learning to prompt for vision-language models.“ IJCV 2022.

Zhou, K., Yang, J., Loy, C. C., & Liu, Z. Conditional prompt learning for vision-language models. CVPR 2022.

Prompt engineering vs Context Optimization (CoOp)



2.Related Works - Learning to Prompt for Vision-Language Models (CVPR 2022)

LI, Junnan, et al. “Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models.” ICML 2023.

Tan, Hao, et al. "Compound text-guided prompt tuning via image-adaptive cues.” AAAI 2024.

We propose BLIP-2, a new vision-language pre-training method that bootstraps from frozen pre-trained 

unimodal models. In order to bridge the modality gap, we propose a Querying Transformer (Q-Former) 

for vision-language representation learning.

We found that compound text supervisions, i.e., category-wise and content-wise, are highly effective. 

Since they provide inter-class separability and capture intra-class variations, respectively.

Blip v2



3.Method - Comparison with existing DG FAS methods

The previous methods either rely on a 

projector to align domain-invariant feature 

spaces with adversarial training or 

disentangle generalizable features from the 

whole sample with a decoupler, which 

inevitably leads to the distortion of semantic 

structures and achieves limited generalization.

CFPL framework is built on CLIP to learn 

generalized visual features by using the text 

features as weights of the classifier.

Text : A photo of a {real/fake}, a type of face.



3.Method - Inter-class separability and capture Intra-class variations

Inspired by BLIP-2 and TGPT, we design two lightweight 

transformers CQF and SQF, to learn the expected prompts 

conditioned on content and style features by using a set of 

learnable query vectors, respectively.



3.Method - Visual Content and Style features

Wang, Zhuo, et al. "Domain generalization via shuffled style assembly for face anti-spoofing." CVPR 2022.

Content information is semantic features and physical attributes. 

Style information describes domain-specific and liveness-related style 

information. Thus, content and style features are captured in the two-

stream paths separately in our network.

µ(·) and σ(·) represent channel-wise mean 

and standard deviation

K1 and K2 = 3 × 3 convolution kernels, ⊗ is the 

convolution, z =intermediate variable

Style Assembly Layers (SAL)

Content Style



3.Method - Semanticized Prompts Generation (by Visual Content and Style features)

Content Q-Former (CQF) and Style Q-Former (SQF) generate content and style prompts conditioned on 

corresponding visual features.

N learnable query embeddings

Style feature (statistics of layer)

Content feature (output of the image encoder)

d = 512 (same dimension with multi-modal 

embedding space)

Content / Style prompt



3.Method - Generalized Prompt Optimization

Due to the lack of semantics for CLIP in the FAS categories, it is not suitable to align queries and text 

representations with the concept of maximizing their mutual information. So, the model is asked to predict 

whether a prompt-text pair is matched (PTM)

T = “a photo of a ⟨Rea/Fake⟩ face.”

Content / Style prompt

Content / Style prompt

+ Text description(+class) -> Positive + Negative

negative feature pairs(prompt and text)

content prompt

positive feature pairs

cross-entropy loss



3.Method - Diversified Style Prompt

Due to the indescribability of the sample style, we are unable to complete this task using text supervision. 

Implicitly, we borrow a strategy from MixStyle that mixes style feature statistics between instances to 

achieve diversification of style prompts.

λ is an instance-specific, random weight sampled from the beta distribution, λ ∼ Beta(α, α). α is set to 0.1

ZHOU, Kaiyang, et al. Domain generalization with mixstyle. ICLR, 2021.



3.Method - Prompt Modulation on Visual Features

Due to the content and style prompts are generated based on sample instances, they are more suitable as a 

set of fine-tuning factors (class free) for adaptively recalibrating channel-wise visual feature responses, 

compared to using them as classifier’s weights (with class) to predict visual feature. 



3.Method - Model Training and Inference

CQF and SQF will adaptively generate the semanticized prompt as input to the text encoder based on each 

sample instance. Finally, the text encoder generates continuous and widely adjustable modulation factors for 

weighting visual features to generalization.

Fixed

Updated



4.Experiments - Implementation Details

224x224

Depth 1

Length of style and content queries to 16

Each query has a dimension of 512

num_heads=8 (bonder code)

Style prompt diversification is activated in the training phase with a 

probability of 0.5 and does not participate in the test phase

batch size of 12, Adam optimizer with a weight decay of 0.05. 

The minimum learning rate at the second stage is 1e − 6. train all models with 500 epochs.

augmented with 

random resized 

cropping and

horizontal flipping



Protocol 1 : The widely used cross-domain FAS benchmark datasets, 

MSU-MFSD (M)[1], CASIA-MFSD (C)[2], Idiap Replay Attack (I)[3], and OULU-NPU (O) [4]. 

OCI (source domains) → M (target domain)

Protocol 2 : The large-scale FAS datasets, 

WMCA (W), CASIA-CeFA (C), and CASIA-SURF (S).

CS (source domains) → W (target domain)

For pair comparison, CelebA-Spoof as supplementary training data to enhance the diversity of training samples. 

4.Experiments – Datasets and Evaluation Metrics

[1] Di Wen, et al. Face spoof detection with image distortion analysis. IEEE Transactions on Information Forensics and Security, 2015.

[2] Zhiwei Zhang, et al. A face antispoofing database with diverse attacks. IAPR International Conference on Biometrics (ICB), 2012.

[3] Ivana Chingovska, et al. On the effectiveness of local binary patterns in face antispoofing. (BIOSIG), 2012.

[4] Zinelabinde Boulkenafet, et al. Oulu-npu: A mobile face presentation attack database with real-world variations. IEEE International Conference on 

Automatic Face & Gesture Recognition 2017. 



4.Experiments – Evaluation metric

LIU, Ajian, et al. Casia-surf cefa: A benchmark for multi-modal cross-ethnicity face anti-spoofing. WACV 2021.

Print attack, Replay/video attack ,3D mask attack

Attack Presentation Classification Error Rate (APCER)

Normal Presentation Classification Error Rate (NPCER)

Average Classification Error Rate (ACER)HTER (Half Total Error Rate)



4.Experiments - Cross-domain Results



4.Experiments - Cross-domain Results

Cefa Fake Cefa Real WMCA Fake WMCA Real Surf Fake Surf Real 



4.Experiments - Ablation Study

Baseline : two lightweight transformers 

CQF and SQF

Text Supervision (PTM)

Diversification of 

Style Prompt (DSP)

Prompt 

Modulation

(PM)



4.Experiments - Ablation Study



4.Experiments - Ablation Study



5.Conclusion

(+) Instead of directly manipulating visual features, it is the first work to explore DG FAS via textual 

prompt learning, which allows a broader semantic space to adjust the visual features to generalization. 

(+) Diversifying style and content by text prompt modulation to promote the generalization.

(+) Propose two lightweight transformers, CQF and SQF, to learn the different semantic prompts 

conditioned on content and style features

(+) CFPL(PTM, DSP, PM) is effective and outperforms SOTA methods by an undeniable margin.

- PTM : Prompt-Text Matched, DSP : Diversified Style Prompt, PM : Prompt Modulation.

(-) It follows the TGPT (BLIP v2) architecture and adapted for the spoofing task.

(-) Although it involves related text supervision, it does not provide a detailed explanation of the specific 

spoofing cues.(“a photo of a ⟨CLASS⟩ face.”,)

(-) It is based on the CLIP architecture, and has an additional module attached to it.(CFPL)



Thanks 
Any Questions?
You can send mail to 

Susang Kim(healess1@gmail.com)

mailto:healess1@gmail.com
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